ROBUST HAND TRACKING IN LOW-RESOLUTION VIDEO SEQUENCES
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ABSTRACT

Automatic detection and tracking of human hands in video imagery has many applications. While some success has been achieved in human-computer interaction applications, hand tracking would also be extremely useful in security systems, where it could help the system to understand and predict human actions, intentions, and goals. We have designed and implemented a prototype hand tracking system, which is able to track the hands of moving humans in low resolution video sequences. Our system uses grayscale appearance and skin color information to classify image sub-windows as either containing or not containing a human hand. The prototype’s performance is quite promising, detecting nearly all visible hands in a test sequence with a relatively low error rate. In future work we plan to improve the prototype and explore methods for interpreting human gestures in surveillance video.
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1 Introduction

Just as monitoring a person’s face is key to effective communication with that person, monitoring a person’s hands is key to understanding what that person is doing. Towards endowing intelligent systems with the ability to monitor and understand human behavior, in this paper, we propose and evaluate an object detection system capable of finding hands in video imagery without requiring any close-up, high-resolution analysis.

Human hand detection in video sequences would enable several useful applications. We are primarily interested in security applications, where human figures in the scene could be at a fairly large distance distance from the camera and therefore would appear at a fairly low resolution. In security applications, it would be useful to track people in the scene and perform automated analysis of their actions, e.g., by determining if they are walking, running, punching someone, and so on. The key to many of these behaviors is the ability to track the hand.

Over the last 15 years, the problem of hand tracking has become an attractive area for research [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. Many early hand tracking systems relied on uncluttered static backgrounds, high resolution images and manual initialization. Though state of the art systems are becoming more robust, most have been targeted towards sign language and gesture recognition, where the assumption of high-resolution imagery holds. In these cases, motion information between two consecutive frames makes hand tracking easier since most of the body parts will be stationary except the hands. In the general case, motion information is less useful for tracking hands, since all of the body parts may be moving from frame to frame.

Some systems like Pfinder [5] imitate the way humans look for hand in images — instead of directly detecting hands in the image, Pfinder tries to find human bodies first and then finds body parts such as hands. However, finding the human in an image is itself a difficult problem, so in our work we attempt to bypass this problem entirely by finding hands without any attempt to model the human context.

Some hand tracking systems use skin color information to segment hands from the background and then track segmented hands over a frame sequence. The face and hand tracking system for sign language recognition by Soontra-non and Chalidabhongse [7] first segments the image into skin and non-skin regions using a Gaussian model for skin pixels in CbCr space. Then they obtain the connected components of the skin pixel image and track the connected components from frame to frame assuming translation only. They use face detection to prevent false positives due to skin pixels on the face. A similar approach is used by [10, 12] to detect and track hands for human-robot interaction and human-computer interaction.

In recent years, face detection has been one of the great success stories in computer vision; new techniques are achieving excellent performance in real time [13, 14, 15, 16, 17]. Hand tracking is more difficult, however, since the face contains structural information such as eyes, mouth and so on, even in low resolution images. Much less structural information, except the gaps between fingers, is present in hand image, however, so hands look more or less like elliptical blobs of skin in low resolution images.

Barreto and colleagues [9] applied the Viola and Jones face detector [15] (later improved by Lienhart and Maydt [18]) to upright hand detection. Ong and colleagues
[8] use a similar approach, but instead of a linear cascade to detect a single hand posture, they construct a tree-structured classifier to not only detect hands but also to classify hand posture.

Thus far, hand detection systems using general object recognition techniques like those from the face detection literature are tailored to detecting distinct sets of specific gestures. Our goal, however, is to detect and track multiple hands in arbitrary postures in relatively low-resolution video sequences. Our approach uses grayscale appearance information to reject most non-hand image regions very quickly, then uses skin color information to reject the remaining non-hand image patches. We have conducted preliminary experiments with the proposed system, and the results are encouraging. In the rest of the paper, we describe the system and its evaluation in detail.

2 Hand Detection

Figure 1 depicts our hand detection system’s architecture schematically. A scan window sweeps over the input image at multiple scales. Each resulting image patch is classified as either hand or non-hand by a boosted classifier cascade.

Figure 2. Haar-like features used to construct weak classifiers in the boosted classifier cascade. (a) Viola and Jones features. (b) Lienhart and Maydt features.

Algorithm TRAI-N-CASCADE

Given: \( P_0 \), a set of \( k \) positive examples
\( N_0 \), an initial set of \( k \) negative examples
\( \alpha_p \), the desired true positive rate per stage
\( \alpha_f \), the desired false positive rate per stage

Returns: \( C \), a cascade of ensemble classifiers

\[
C \leftarrow H_0 \leftarrow \text{ADABOOST}(P_0, N_0, \alpha_p, \alpha_f)
\]
\( i \leftarrow 0 \)

Repeat:

Test \( C \) on new, known-to-be-negative examples

\[
N_i \leftarrow \text{The top } k \text{ false positives from test}
\]

\[
P_i \leftarrow (P_{i-1} - \text{positives dropped by } H_{i-1})
\]

\[
H_i \leftarrow \text{ADABOOST}(P_i, N_i, \alpha_p, \alpha_f)
\]

\[
C \leftarrow C \text{ with } H_i \text{ appended to the cascade}
\]

\( i \leftarrow i + 1 \)

Until performance is “good enough”

Return \( C \)

Figure 3. Cascade training algorithm. The algorithm utilizes the ADABOOST routine, which, given a training set \( \langle P, N \rangle \), finds a combination of weak threshold classifiers obtaining a true positive rate of at least \( \alpha_p \) and a false positive rate at most \( \alpha_f \) on that training set.

[15, 18]. To further reduce false positive detections using a priori knowledge of hand color and geometry, each positive detection from the classifier cascade is further processed by a skin detection module, a feature extractor, and a simple classifier based on Mahalanobis distance to the “average” hand. We describe each of the modules in turn.

2.1 Boosted classifier cascade

The core of our object detection system is the cascade of boosted classifiers originally proposed by Viola and Jones [19, 15] and later modified by Lienhart and Maydt [18, 20]. The cascade reduces processing time while preserving classifier accuracy through the use of a sequence of classifiers tuned for reasonably low false positive rates but extremely high detection rates. The cascade quickly rejects most de-
tection windows unlikely to contain the object of interest and spends more compute time on the detection windows most likely to contain the object of interest.

Each stage in the cascade uses the “boosting” ensemble learning method [21] to induce a strong nonlinear classification rule that is a linear combination of the “votes” of multiple weak threshold classifiers, each considering the output of a single Haar wavelet-like filter at a fixed location in the detection window. Viola and Jones’ original method [19] uses Freund and Shapire’s “discrete” Adaboost algorithm [21] with a set of five types of Haar-like features for the weak threshold classifiers (Figure 2(a)). Lienhart and colleagues’ method [18, 20] uses the “gentle” Adaboost algorithm and additional Haar-like features (Figure 2(b)). Here we refer to both types of classifier as a V&J cascade.

The first step in constructing a V&J cascade for object detection is to obtain a large training set of images containing or not containing the object of interest. We then extract an initial set \( P_0 \) of positive detection windows and an initial set \( N_0 \) of negative detection windows and execute the procedure \( \text{TRAIN-CASCADE} \), detailed in Figure 3.

### 2.2 Bayesian skin detector

Our skin detector is a Bayesian maximum likelihood classifier based on color histograms [22, 23]. The classifier estimates the class \( s \in \{ \text{skin}, \text{nonskin} \} \) of a single pixel based on its observed color \( x \) measured in some color space. This simple method is extremely efficient and surprisingly effective. We let

\[
\hat{s} = \arg \max_s P(X = x \mid S = s),
\]

where the likelihood \( P(X = x \mid S = s) \) is modeled by a color histogram estimated from training data we obtained in a pilot study. Our color histograms have two dimensions, namely the hue and saturation axes of the HSV color space, which we quantize into \( 16^2 = 256 \) bins.

### 2.3 Feature extraction

The output of the Bayesian skin detector is a binary image in which one value represents skin pixels and the other value represents non-skin pixels. We have found that a few simple features extracted from this binary image allow surprisingly accurate classification. The particular features we extract are:

1. The area (in pixels) of the largest connected component of skin pixels.
2. The length of the perimeter of the largest connected component of skin pixels.
3. The eccentricity of the largest connected component of skin pixels.
4. The number of pixels in the largest skin component intersecting the detection window boundary.

Clearly, when the area feature is especially large or especially small, the given image patch is unlikely to contain a hand. The perimeter length and eccentricity features provide additional information about the shape of the detected skin “blob.” Finally, since a properly detected hand will only intersect the boundary of the detection window at the wrist, the boundary feature provides information about how wrist-like the boundary is.

When combined with a reasonable classifier, these four features are sufficient to correct most of the V&J cascade’s mistakes. We next describe our classifier.

### 2.4 Mahalanobis classifier

Given a feature vector \( x \) consisting of the area, perimeter, eccentricity, and boundary features, we must determine whether \( x \) represents a true hand or a false positive. We tackle this problem by applying a threshold \( \theta \) to the dissimilarity of the given feature vector \( x \) from the mean feature vector \( \mu \). Our dissimilarity measure is the Mahalanobis distance

\[
d(x) = (x - \mu)^T \Sigma^{-1} (x - \mu).\]

Here the mean hand feature vector \( \mu \), covariance matrix \( \Sigma \), and distance threshold \( \theta \) are estimated from a training set.

Once we obtain a final classification for each possible detection window, the positively detected hands could then be forwarded to another component in an integrated application, for example a gesture recognition module. In the current paper we simply evaluate the efficacy of the proposed algorithm on a series of video segments.

### 3 Experimental Methods

Here we describe an experiment in which we captured video sequences of humans walking in an indoor environment then evaluated the hand detection system on those video sequences.

#### 3.1 Data acquisition

For purposes of training and testing the hand detection system, we captured four video sequences of four different people walking in and out of a moderately cluttered laboratory environment. The video sequences were captured at 15 frames per second with an IEEE 1394 Web camera, and each sequence lasted approximately three minutes.

After video acquisition, we manually located all visible hands in every image of all four sequences, for a total of 2246 hands. We designated the first 2000 as training examples and reserved the remaining 246 for testing.

Our criteria for positioning the detection window on the hand was that the hand should be roughly at the center of the window while taking up about 50% of the pixel area of selection window (see Figure 4 for examples).

As already described, the cascade learning algorithm, at step \( i \), requires a set \( N_i \) of negative examples that do
not contain hands for training. For this purpose, we randomly selected eight frames from the training data that did not contain hands and hands. The OpenCV implementation of the V&J cascade (see below) scans these eight images to produce new negative examples for training at each stage.

3.2 Boosted classifier training

To train the classifier cascade, we used Linehart and Maydt’s approach [18] as implemented in OpenCV [24]. With 2000 positive hand examples and 8 background images for negative examples, we trained 30 stages using GentleBoost, $\alpha_p = 0.995$, and $\alpha_f = 0.5$. This took two weeks on a 3 GHz Pentium 4 PC with 1 GB of RAM.

We found that the classifier’s training set performance peaked at 26 stages, so we used only the first 26 stages, comprising 763 weak classifiers, in subsequent analysis.

3.3 Skin detector training

To train the skin detector, we selected 10 images containing one or more humans from a set of independent video sequences captured under various lighting conditions at several different locations. We manually marked the skin pixels in each image, extracted the hue (H) and saturation (S) of the resulting 70,475 skin and 1,203,094 non-skin pixels, quantized the H-S values into 16 bins, and constructed two 2D histograms: one for skin pixels, and one for non-skin pixels.

3.4 Gathering data to train the post-processor

We ran OpenCV’s performance testing utility, which had been modified to produce true positive and false positive image patches, on all labeled images from the training set with a detection window scale factor of 1.1. The resulting image patches were scaled to the standard size of 24×24. Then, we randomly selected 1000 true positive and 1000 false positive image patches for the training process of post-processor system.

3.5 Parameter estimation for the post-processor

To estimate the parameters of the Mahalanobis distance-based post processor, we applied skin detection to the 2000 training patches, eliminated all connected skin components smaller than 36 pixels, and filled in holes with a morphological opening operator. We then extracted features (area, eccentricity, perimeter, and boundary pixel count) for the largest connected skin blob in each of the 2000 patches. We randomly split the true positives into two groups, using the first 500 for mean and covariance calculation and using the remaining 500 to determine the best Mahalanobis distance threshold. Using the ROC curve in Figure 5 to explore the tradeoff between true positives and false positives, we selected the point where the false positive rate was as low as possible (18%) while maintaining a 100% true positive rate.

4 Results

To analyse the performance of our system, we selected 4 frames from a video sequence which had never been used in the training process, and fed it to our system. We manually classified the detections at each stage of the system as a false positive or true positive. We found that the classifier cascade, by itself, performed relatively poorly, but that the post processing system was extremely effective in eliminating false positives produced by the classifier cascade.
Table 1 shows that without the post-processing system, the false positive rate is too high for practical application. Table 2, on the other hand, shows that when we add post processing to our system, the false positive rate decreases rapidly.

Image 1 and 2 in Figure 6 illustrate example detection results from our complete system. In both images, we observe that regions on the person’s head, especially in the chin and neck areas, are detected as hands by the system. The most probable reason for this kind of false positive is that we did not include such image patches as negative examples during training of the boosted classifier cascade. We only used background images to generate negative examples. Unfortunately, not even the post-processing system can reject this kind of false positive because the shape of the skin blobs in those regions are very similar to the shape of skin blobs in patches actually containing hands. We believe that including human body parts other than hands as negative training examples will eliminate these types of false positives.

### 5 Conclusion

From the literature, we know that hand trackers incorporating Adaboost and Haar-like features perform quite well in applications like sign language recognition, in which the video is relatively high resolution and the hand gestures are rather constrained. We have found, on the other hand, that the approach suffers from high false positive rates when applied to less constrained scenes. However, as we have shown in this paper, these limitations can be reduced by incorporating domain-specific knowledge in the form of a post processing system.

One important limitation of the work described here is that both the training and testing data were captured in the same simple lab environment. The reported performance is therefore optimistic. In future experiments, we plan to test the approach more rigorously by training on a wider variety of scenes and testing on a completely novel scene.

In any case, the system is a good starting point for a practically applicable low resolution, real-time hand tracker. The current results are encouraging, and with some improvement we will be able to integrate it with a complete gesture recognition or activity recognition system.
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Figure 6. Preliminary results on test data from the hand detector.


